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ABSTRACT
Low Earth Orbit (LEO) satellite constellations have highly

dynamic network topologies, making conventional routing

protocols inefficient. This paper presents Geographic Check-

point Routing (GCR), a routing protocol that combines Geo-

graphic Routing and Segment Routing (SR) principles. Utiliz-

ing the structure of Walker Delta constellations, GCR elim-

inates the reliance on network topologies. It routes traffic

through predefined geographic segments, offloads route com-

putation to network edges, and allows traffic engineering

through customizable policies without modifying satellite

infrastructure. Simulations using the Starlink constellation

show that GCR can match the performance of traditional

source-based routing protocols without depending on net-

work topologies.
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1 INTRODUCTION
LEO satellite constellations establish a global broadband

Internet infrastructure with high bandwidth and low la-

tency. A prominent example is Starlink [12]. However, LEO

constellations present unique challenges for their integra-

tion with the terrestrial Internet due to their time-varying

topologies induced by intermittently available links and satel-

lites. Such variability poses challenges to IP-based location

techniques [2], transport protocols, and congestion control,

which have difficulties dealing with the variable, although

predictable, latency of LEO constellations [1].

To support communication in the presence of long delays

and/or intermittent connectivity, Delay-Tolerant Networking

(DTN) data planes using Time-Varying Graphs (TVGs) are

an alternative to Internet transport services. DTN, realized in

the Bundle Protocol, introduces an overlay network, allowing

nodes to store data until a connection is available [4].

DTNLink State Routing (LSR) protocols like Contact Graph

Routing (CGR) rely on globally distributed contact plans, rep-

resented in TVG with vertices for contact opportunities. The

complexity of TVG grows with the number of contacts, cre-

ating scalability challenges for route computation [13]. To

mitigate this, CGR uses clustering to reduce computational

effort while maintaining a link-state approach for intra- and

inter-domain routing [11]. However, the impact of cluster

size and number remains unclear, and dynamic clustering

might add overhead, particularly with topological changes.

Precomputed routes can handle predictable changes but not

unexpected ones, like satellite tilting, affecting link availabil-

ity.

Recent proposals, such as Stable Hierarchical Orbital Rout-

ing Technique (SHORT) [9], aim to mask the dynamics of

LEO constellations with a structured network. The approach

organizes the network into hierarchical routing domains

and uses domain-specific routing via orbital-geodetic coordi-

nates. The advantage of SHORT is its reliance on geographic

coordinates, reducing dependency on topological changes of

LEO constellations. The approach also highlights the impor-

tance of decentralized routing, minimization of updates, and

computation overhead reduction in a LEO satellite system.
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Hence, we argue that sustainable routing for LEO constel-

lations must be able to reduce resource usage on satellites

while being topologically agnostic. The solution should al-

low the operation of LEO networks based on service require-

ments, such as avoiding some geographical areas or some

network nodes, e.g., for security inspections when roaming

over country borders.

With this in mind, we propose a Geographic Checkpoint

Routing (GCR) protocol that utilizes the grid-like structure of

Walker constellations to provide topology-agnostic routing

while minimizing satellite resources. This is done by lever-

aging SR and Geographic Routing. Routes are computed at

the edges of the LEO constellation based on geographic seg-

ments, which allows traffic to flow without being impacted

by the intermittent nature of links and satellites. With GCR

satellites forward packets based solely on the information

carried on the packet header, without any need to compute

and store routes. GCR closely approximates shortest path

routing in hop count and latency while maintaining low pro-

cessing delays at satellites. Unlike topological source routing,

GCR does not rely on information about network topologies.

2 BACKGROUND AND RELATEDWORK
This section first introduces two technology blocks relevant

to developing routing protocols for LEO constellations: Seg-

ment routing and Geographic routing. Afterward, we analyze

current proposals for packet routing on LEO constellations.

2.1 Segment and Geographic Routing
SR is an architecture for IPv6 and MPLS networks that en-

hances traffic engineering, scalability, and network control [3].

It follows a source routing approach, where senders en-

code a route within the packet header as a series of instruc-

tions called Segments. The versatility of Segments differ-

entiates SR from other source routing paradigms, such as

Loose Source and Record Route (LSRR) and Strict Source and

Record Route (SSRR). The primary components of SR include

segments, policies, and domains, which enable network op-

erators to define and manage routing paths and traffic flows.

Geographic routing, used primarily in Mobile Ad-Hoc Net-

works, offers significant advantages over topological routing

by reducing the need to maintain network state informa-

tion. Routing is based on the geographic positions of nodes,

determined by, e.g., GPS, assuming that the destinations of

packets can be geographically pinpointed. Many different

geographic routing protocols have been proposed, including

GPSR [6] and WEAVE [8]. The advantages of geographic

routing include scalability with the network size, maintain-

ing constant time complexity (𝑂 (1)) as the network expands,
and the elimination of control traffic.

Greedy geographic routing is limited by its dependence on

network density and challenged by voids, such as coverage

gaps and concave regions that disrupt routing paths. They

lead to a "local maximum" problem, where a node may be

closer to the destination than any of its neighbors, but is

obstructed by a void [6]. In such cases, greedy algorithms

can’t establish a sensible route to the destination.

Many algorithms assume a static and planar network

graph on which they employ perimeter routing to overcome

voids. The technique employs heuristics, e.g., the right-hand

rule, to ensure that packets are forwarded along the perime-

ter of the void until a valid path is found. Kim et al. [7]

showed that generating such planar graphs poses substantial

implementation and computational challenges.

2.2 Routing in LEO Networks
Li et al. [9] introduce SHORT, a geographic divide-and-conquer

approach to abstract and decouple LEO constellation dynam-

ics from the routing algorithm. The authors use the invari-

ance of geographic locations as hierarchical addresses for

multi-layer satellite network organization. SHORT splits the

satellite system into three domains: terrestrial encompassing

ground stations and terminals, orbital shells, and inter-shell

links. The orbital shells are addressed based on an orbital-

geodetic coordinate aligning geographic coordinates with

satellite orbits. These are then used to define hierarchical ge-

ographic areas towards which packets are routed through the

constellation. Switches between orbital shells always utilize

a ground station. The authors showcase the functionality of

SHORT using the StarryNet framework, showing that their

approach achieves hop counts and propagation delays close

to optimal flat routing approaches.

Ma et al. propose a geographic routing algorithm that

divides the Earth into areas based on latitude, assigning a

unique geographic ID to each ground node and satellite [10].

The algorithm determines the path and satellite for transmis-

sions based on the geographic location of the nodes. How-

ever, the authors do not address the challenges faced by

geographic routing protocols.

Roth et al. [16] propose a geographic routing algorithm

incorporating geographic information in the link layer. Satel-

lites and terminals use MAC addresses which include geo-

graphic data, and periodically generate next-hop switching

tables. Based on these, packets are routed to geographic areas

represented as grid cells, corresponding to the destination

terminals using area identifiers. Updates are broadcast lo-

cally to ensure all nodes within an area are aware of terminal

locations and movements. Nodes then greedily forward pack-

ets to the next hop based on the geographic information in

the MAC address and their respective routing tables.
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3 GEOGRAPHIC CHECKPOINT ROUTING
Geographic Checkpoint Routing (GCR) is designed for rout-

ing in structured Time-Varying Networks, as is the case

of LEO satellite networks. It combines the benefits of Geo-

graphic Routing with SR to improve scalability and efficiency.

Exploiting the benefits of Geographic Routing is possible

since GCR takes advantage of the inherently grid-like and

planar nature of Walker constellations (e.g. Starlink). Com-

bining Geographic Routing with SR allows complex route

computation and network management functions to be of-

floaded from core nodes to the edges of the network. The

distinction between Core Nodes and Edge Nodes, illustrated
in Figure 1, defines the network structure required for the

implementation of GCR.We refer to a group of edge and core

nodes, e.g. one satellite network, as a GCR Domain. Nodes
outside this special SR domain are collectively called External
Nodes. In the case of a LEO constellation, satellites operate as

core nodes, ground stations/terminals operate as edge nodes

and Internet devices act as External Nodes.

Following the SR terminology, Edge Nodes serve as ingress

and egress routers for the GCR Domain. Ingress nodes are

responsible for appending a list of Geographic Segments to
incoming packets, which are routed through Core Nodes

towards egress nodes. To perform this task, ingress nodes

rely on a Geographic Lookup Service (GLS) to determine the

approximate geographic area of the egress node near the

packet destination. After identifying this area, the ingress

node consults a Checkpoint Policy Service (CPS) to gather

the appropriateCheckpoint Policy for the packet, determining

the most efficient geographic route. Core Nodes manage data

forwarding and network connectivity within the domain.

3.1 Geographic Lookup Service
The GLS provides ingress nodes with the approximate geo-

graphical locations of egress nodes given the address of the

required service. The GLS utilizes edge nodes to establish

a decentralized DHT. A possible implementation features a

Content Addressable Network (CAN) as the underlying DHT

protocol. The CAN allows efficient access to the required

data, as it is designed to be scalable in large-scale networks,

and increases fault tolerance.

3.2 Geographic Segments
GCR extends the standard SR architecture with a Geographic
Segment type, embedding geographic information in packet

headers. A Geographic Segment is a list of Checkpoints, re-
alizing a policy used for routing. Checkpoints define areas

consisting of a geodetic coordinate and a radius 𝑞 𝑗 , defining

the maximum allowable distance a satellite can deviate from

the Checkpoint center. A Segment within the GCR Header

must contain one or more Checkpoints, the last being the

Destination Checkpoint, containing the egress node. Besides

Destination Checkpoints, GCR defines Transit Checkpoints,

through which distinct routing policies are executed, such

as routing around congested areas.

Transit Checkpoints are used to forward packets along spe-
cific geographic paths, and are part of geographic segments

included in the packet header. Their optimal radius can be

calculated based on the constellation’s Right Ascension of

the Ascending Node (RAAN) difference ΔΩ = 2𝜋
𝑃

∈ [0, 2𝜋]
and phase difference Δ𝜙 = 2𝜋

𝑄
∈ [0, 2𝜋], with 𝑃 orbital planes

and 𝑄 satellites. The number of Checkpoints contained in a

Segment depends on the chosen policy.

Destination Checkpoints designate a packet’s final des-
tination area and enable a localized Ground to Space Link

(GSL) search within it. For this, the Checkpoint radius is

calculated based on a minimum elevation angle 𝜖 of the des-

tination Edge Node and the radius of the coverage area 𝑅𝑖 of

a satellite. Based on these parameters, we ensure that a con-

nection with the destination Edge Node is always possible

when the Checkpoint is reached.

To calculate the optimal radius for Destination Check-

points, we assume that the antenna steering angle of a satel-

lite is only restricted by the minimum elevation angle 𝜖 of

the Edge Nodes [17], as shown in Figure 1. If a satellite is

within the cone defined by 𝜖 , the cone of its antenna angle

also contains the Edge Node it can connect to. Then, the

optimal radius is 𝑞 𝑗 ∈ [0, 𝑅𝑖
2
]. If 𝑞 𝑗 = 0, then the Checkpoint

is reached if it’s at the border of the satellite’s coverage area.

If 𝑞 𝑗 =
𝑅𝑖
2
, then the satellite is located directly at the border

of the Checkpoint, and its antenna still covers the entire

Checkpoint. Therefore the Edge Node can be located any-

where inside the radius of the Checkpoint and still connect

to the satellite. This defines an upper bound for the distance

of a satellite to the Checkpoint given by 𝑑𝑖, 𝑗 = 𝑅𝑖 − 𝑞 𝑗 . The

ingress node selects a 𝑞 𝑗 based on the egress node’s position

accuracy (e.g. stale GLS data) and its mobility.

To define the Checkpoint radius 𝑞 𝑗 , we must calculate

the coverage area radius 𝑅𝑖 of the antenna of the satellite,

depicted in Figure 1 (right). Let’s assume that the satellite is

located exactly at angle 𝜖 above the true horizon of Check-

point 𝑗 . Then 𝑅𝑖 equals the great circle distance between the

coordinates of the Checkpoint and the nadir point of the

satellite. Since the latter is unknown, 𝑅𝑖 can be calculated

via the central angle 𝛽 between the nadir point of the satel-

lite and the Edge Node, using the great circle distance, i.e.,

𝑅𝑖 = 𝑅𝑒 · 𝛽 , with 𝑅𝑒 being the earth’s radius. 𝛽 can be found

by looking at the triangle defined by the Core Node, Edge

Node, and earth’s center point, as shown in Equation 1, with

ℎ𝑖 being the altitude of the satellite’s orbit.
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Figure 1: Checkpoint radius and satellite coverage.

𝛽 = 90
◦ − 𝑠𝑖𝑛−1

(
𝑅𝑒

𝑅𝑒 + ℎ𝑖
· 𝑠𝑖𝑛 (𝜖 + 90

◦)
)
− 𝜖 (1)

3.3 Checkpoint Policy Service
The CPS generates Checkpoint Policies that are instantiated

as geographic segments to guide packets through the Core

Network. We implement two policies:

Shortest Geographic Path (SGP) Policy places Transit

Checkpoints along the shortest great circle line between

the ingress node and Destination Checkpoint. This path is

calculated using Spherical Linear Interpolation (Slerp) to

account for the Earth’s curvature, and defines the number of

Transit Checkpoints. The shortest geographical path doesn’t

always equate to the lowest hop count or latency [18].

Greedy Policy uses a single Destination Checkpoint for

greedy geographic routing through the GCR Domain. It se-

lects as the next hop the Core Node that minimizes the geo-

graphic distance to the destination. This decentralizing path

calculation is considered as a fallback when other policies

cannot be enforced, or Edge Node resources are limited.

The CPS can support other routing policies enabling traffic

engineering and detailed path optimization. These policies

can be based on various criteria, such as minimum hop count,

latency, or congestion, and can include constraints like avoid-

ing certain areas or optimizing for economic efficiency.

3.4 Packet Forwarding Mechanism
GCRs forwarding mechanism can be split into two parts, one

handling the packets at Edge Nodes, the other at Core Nodes,

as indicated in Figure 2. Upon receiving a packet, Edge Nodes

decide whether to route the packet via the GCR Domain, at-

taching corresponding geographic segments, or to another

External Node. This decision is made autonomously by con-

sulting the GLS and CPS or is influenced by preconfigured

global SR policies. In the latter case, a service segment is

Packet Received at Edge Node
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Forward to
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Generate
GCR Header
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Node

Generate Checkpoint Policy

Forward packet to Core Node
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Figure 2: GCR packet forwarding decision tree.

attached to the incoming packet, signaling that the traffic

should be sent over the core network.

Upon arrival at a Core Node, the packet handler retrieves

the current geographic segment. It starts a Checkpoint Evalu-
ation Procedure verifying if the packet has reached the Check-
point indicated in the segment. For this, it calculates the great

circle distance from the current satellite to the Checkpoint

and compares this distance to the Checkpoint radius.

If the packet has arrived at the Checkpoint, the packet

handler checks whether the Checkpoint is of type destina-

tion. If so, it starts the Destination Delivery procedure by

checking for an interface to the Destination Edge Node. If

found, the packet is forwarded to the Edge Node. Otherwise,

the node initiates restricted Checkpoint Flooding to find a

nearby satellite within the checkpoint that has a link to the

destination Edge Node. The Core Node packet handler sub-

sequently completes the current Checkpoint and evaluates

the next one. If the Checkpoint was not reached, the Core
Network Forwarding Procedure finds the optimal next hop

by locating the neighbor with the shortest distance to the

checkpoint. For this, the packet handler obtains the current

positions of all neighboring nodes, excluding the sender of

the current packet to avoid loops, and evaluates these for

availability and congestion, prioritizing less congested nodes.

It then calculates the great circle distance from each neighbor

to the Checkpoint and selects the closest available neighbor

with the best status.
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4 EXPERIMENTAL EVALUATION
We implement GCR in OMNeT++ [14] based FLoRaSat sim-

ulator [5] to evaluate its performance using various check-

point policies and constellation configurations. GSLs are

managed by FLoRaSat’s Topology Controller, ensuring Edge

Nodes always connect to all Core Nodes (satellites) within

their minimum elevation angle.

Simulations use the second orbital shell of Starlink, con-

sisting of 72 orbital planes, each with 22 satellites, at an

inclination of 53.2° and an altitude of 540 km. The mobility

orchestrator updates satellite positions every 100 millisec-

onds, while the topology controller adjusts satellite links

at the same frequency. The satellite constellation configura-

tion repeats every 5764 seconds, corresponding to its orbital

period. Thus, the simulation time was set to this duration

to cover all possible movement patterns. The epoch for the

constellation was set to the first day of 2020.

We evaluated the impact of topology changes on two GCR

routing configurations: GCR with a Greedy Checkpoint Pol-

icy (Greedy) and GCR with a SGP Policy (Trace), using Topo-
logical Shortest Path Source Routing (Topologic) as a bench-
mark. Each scenario involves a northwest-to-southeast route

between Germany and Australia using descending orbits,

largely considered as a worst-case in LEO routing. Other

scenarios, like those using ascending orbits, show similar

performance and are omitted for brevity.

The effectiveness of the three routing methods is evalu-

ated against the number of traversed hops. Figure 3 displays

a moving average for all successfully delivered packets with

a window size of 10,000 packets. No packets were lost due to

routing loops or errors, ensuring the reliability of this metric.

The paths taken by the three different routing methods are

visualized in Figure 4 and Table 1 shows the corresponding

average packet delays over different routes. In an optimal sce-

nario using Topological Source Routing, a packet traverses

an average of 12 to 13 hops to reach its destination, includ-

ing the ground station. However, the source path must be

recalculated with each topology change, which is not re-

flected in the RTT measurements of our simulation. This

makes the method highly inefficient in real-world scenarios.

GCR Greedy Checkpoint Policy typically results in a higher

average of 14 to 15 hops due to the policy’s tendency to over-

shoot the Checkpoint and require backtracking to the final

destination. On the other hand, GCR SGP Policy achieves

a lower average of 13 to 14 hops compared to the Greedy

Checkpoint Policy by enforcing the shortest geographic path

between Transit Checkpoints. The policy achieves a similar

average delay to the best-case Topologic scenario without

requiring a topological understanding at each ingress node

and outperforms the Greedy method.

Figure 3: Moving average of hops over simulation time
for various calculated Germany-Australia routes.

Figure 4: Route calculated by Topologic (purple),Greedy
(red) and Trace (green) from Germany to Australia. 1

Routing Policy Propagation
Delay (ms)

Processing
Delay (ms) RTT (ms)

Topologic 61.616 12.85 148.932

Greedy 78.195 14.23 184.85

Trace 62.77 12.60 150.74

Table 1: Average delays for tested routing methods.

5 DISCUSSION
Unlike Link State routing protocols, GCR is independent of

topology changes, minimizing overhead. Extending SR with

geographic segments allows GCR to discover alternative

routes during link failures or congestion. The performance

of GCR is influenced by the Checkpoint Policy, constella-

tion density, and configuration, improving with the network

scale. This enables adaptable and efficient traffic engineering

without major changes to the routing algorithm.

1
The texture of the globe was created from public domain material: https:

//commons.wikimedia.org/wiki/File:BlueMarble_monthlies_SMIL.svg.

https://commons.wikimedia.org/wiki/File:BlueMarble_monthlies_SMIL.svg
https://commons.wikimedia.org/wiki/File:BlueMarble_monthlies_SMIL.svg
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The performance of GCR shows that it closely approxi-

mates shortest path routing in hop count and latency, espe-

cially with the SGP Policy. GCR maintains low processing

delays at satellite nodes, while slightly increasing route dis-

tance, with an average Round Trip Time (RTT) of 150.74

milliseconds, compared to 283 milliseconds over fiber from

Germany to Australia [15]. GCR effectiveness can be hin-

dered by poorly placed Checkpoints, particularly in polar

regions, highlighting the need for optimized policies that

account for this.

6 CONCLUSION AND FUTUREWORK
Routing protocols for satellite constellations face challenges

in complexity and scalability, which we address with GCR, a

protocol that integrates SR with Geographic Routing. GCR

scales efficiently with network size while increasing manage-

ment flexibility and reducing effort in satellites. Simulation

benchmarks with a Walker Delta constellation (Starlink)

show GCR can match topological route performance, though

it depends on Checkpoint Policy configuration and satellite

constellation parameters. Future research will focus on opti-

mizing Checkpoint Policies and implementing efficient GLS

and CPS designs for real-time optimization.
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