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Abstract
Microservice architectures allow developers to decompose their
applications into independently deployable functional blocks, each
with its own requirements. In order to support a wide range of
constraints, service virtualization can be customized across mi-
croservices but is typically homogeneous within a cluster. As there
is no clear one size fit all approach, we can improve resource utiliza-
tion and performance by using virtualization as a new dimension
in orchestration, especially in edge computing environments. For
instance, Unikernels represent a lightweight virtualization technol-
ogy that offers a performant alternative to traditional containers.
While we find different studies analyzing and comparing these vir-
tualization technologies, (a) the performance results might vary
when including the overhead of the orchestration platform, and
(b) it’s not trivial to select the perfect virtualization technology for
an entire cluster. In this paper, we explore the benefits of hybrid
container-unikernel deployments by extending an orchestration
framework for edge computing to allow for seamless mixing and
matching of both technologies. Our evaluation shows how hybrid
deployments can lead up to 44% CPU reduction cluster-wide while
there are scenarios where containers are still preferable.

CCS Concepts
• Computer systems organization→ Cloud computing; • In-
formation systems→ Information systems applications.
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1 Introduction
In the landscape of modern computing, microservice architectures
have increasingly become the standard approach for designing
highly scalable and available applications. Microservices are typi-
cally deployed in containers [13, 28, 54]. With the OCI standardiza-
tion [7], containers are nowadays decoupled from the underlying
runtime, allowing for seamless portability across different envi-
ronments and reusability of common functions – like nginx web

This work is licensed under a Creative Commons Attribution 4.0 International License.
EdgeSys ’25, Rotterdam, Netherlands
© 2025 Copyright held by the owner/author(s).
ACM ISBN 979-8-4007-1559-4/2025/03
https://doi.org/10.1145/3721888.3722093

servers, Redis, etc. This calls for a new dimension in orchestration,
where the virtualization technology can be chosen based on the
service requirements. Unfortunately, state-of-the-art still consid-
ers virtualization coupled with infrastructure provisioning. Edge
computing significantly alters this assumption, given its inherently
heterogeneous infrastructure offering variations in (CPU/memory)
hardware, OS support, etc. [39, 45]. Previous studies highlight the
operational overheads caused by cloud-native assumptions at the
edge [15, 41] and benefits of lightweight virtualization in conjunc-
tion with containers [21, 29]. Unikernels are a good candidate for
the edge because of their small footprint, faster instantiation, im-
proved performance, and flexibility [35, 53]. However, despite ad-
vancements in unikernel toolchains, such as Unikraft [31], which
allows porting existing Linux applications, the ecosystem does not
support a wide range of applications and driver functionality [25].
Moreover, as shown in the remainder of this paper, unikernels are
not the best choice for all services at all times. We envision a future
where, given a standardized packaging format like OCI, the runtime
can be chosen dynamically based on application requirements, with
the orchestration platform effectively becoming a middleware for
multi-virtualization setups. Take, for example, a stream-processing
video analytics pipeline, which can include several GPU-intensive
services that operate more suitably as containers with full-fledged
OS providing complex driver support [55]. However, services within
the pipeline, such as load balancers, may be more performant as
unikernels using a hypervisor as resource multiplexer [29, 33, 36].
Hybrid virtualization also enables a gradual transition of complex
containerized applications to unikernels – as the build toolchain
evolves to support more system calls and libraries [1, 6, 23]. While
several papers have empirically evaluated and compared the per-
formance of different isolation technologies [29, 33, 49], they do
not consider (i) the overheads of compatibility layers which al-
low these virtualizations to operate on common hardware and (ii)
orchestration overhead for managing deployments with different
virtualizations at runtime.
This paper explores the feasibility of container-unikernel hybrid
orchestration. Our contributions are as follows.
(1) We extend Oakestra [15], a lightweight orchestration frame-
work for edge computing. We implement a compatibility layer that
allows Unikraft [31] unikernels to behave as containers from an
orchestration perspective. We extend the control plane to aggregate
clusters’ virtualization information and the scheduling workflows
to consider virtualization requirements. We introduce service hot-
swap to change the service’s virtualization technology at runtime.
(2)We evaluate the suitability of hybrid virtualization orchestra-
tion via real-world application pipelines. Specifically, we dissect the
overhead of the compatibility layer performing cross-deployment of

https://doi.org/10.1145/3721888.3722093
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
https://doi.org/10.1145/3721888.3722093


EdgeSys ’25, March 30-April 3, 2025, Rotterdam, Netherlands Giovanni Bartolomeo, Patrick Sabanic, Nitinder Mohan, Jörg Ott

containers via runc, unikernels, and gVisor secure containers. Our
results showcase the potential for hybrid virtualization, achieving
up to ≈ 44% CPU usage reduction in our cluster.

2 Background and Related Work
Due to their small memory footprint (approx. a few MB) and re-
duced system call dependencies [32], unikernels offer faster boot
times (≈ 10×) compared to containers [26, 31] and are easy to scale
and migrate [37, 40, 51]. The shared application and kernel address
space allows all code to run in the same CPU privilege domain,
which improves performance by avoiding application and kernel
context switches [52]. Early unikernel frameworks, such as Mira-
geOS [4], required developers to write applications from scratch.
However, in recent years, unikernels have evolved as a capable
alternative to containers. Unikraft [31] provides a streamlined ap-
proach to building and porting existing Linux applications. The
toolchain provides a high degree of POSIX compatibility (≈ 160+ out
of 224 syscalls required for popular Linux install [34]). EVE-OS [1],
a Linux Foundation project, is a universal, vendor-agnostic OS for
edge computing hardware (including embedded devices) and adds
native support for both containerized and unikernels workloads.
Container runtimes (e.g., Firecracker [2], gVisor [3]) enhance con-
tainer security and isolation by executing them as para-virtualized
microVMs over qemu/kvm similar to unikernels. The OCI standards
help supporting both container and unikernel runtimes simultane-
ously [7, 11]. Experimental runtimes like urunc [42] and runu [46]
represent the first steps towards kernel-level compatibility unifying
containers and unikernels [47]. Unfortunately, it is not clear what
the overhead of such compatibility layers is in real-world deploy-
ments, and how they affect the orchestration of services, especially
on constrained hardware at the edge. Edge infrastructure is gener-
ally less powerful and more heterogeneous than cloud datacenters,
often comprising of smaller devices with varying CPU architectures
and capabilities, e.g., Intel NUCs, Jetson Xavier, Raspberry Pis, etc.
As edge computing is often seen as an extension of the cloud, the
majority of orchestration solutions adapt the popular cloud-native
Kubernetes (K8s) framework [19]. Solutions like KubeEdge [20],
KubeFed [24], and MicroK8s [17] modify Kubernetes by simplifying
control-plane operations and removing non-essential components
to make it applicable for edge. On the other hand, Oakestra [12, 15]
rearchitects the orchestration control plane from the ground up
to address the hardware heterogeneity and geographical diversity
in edge infrastructures with minimal overhead. In Oakestra, com-
putational devices (leaf nodes) are grouped into (logical) clusters
managed by local cluster orchestrators (see fig. 1). The worker node
includes NodeEngine component for managing service deployment
and operation and NetManager for network communication. Each
cluster orchestrator is responsible for keeping track of fine-grained
resource and service management within its cluster. The root orches-
trator acts as an “orchestrator of clusters” and the point-of-contact
of developers to deploy their applications.
Unfortunately, all state-of-the-art orchestration frameworks treat
virtualization as a cluster constraint. We finally have an opportunity
to exploit virtualization as a dimension to improve resource uti-
lization and application performance. In [38], the authors examine
approaches for orchestrating sandboxed containers as microVMs
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Figure 1: Oakestra with hybrid unikernel support.

over qemu/kvm via extensions to K8s. FADES [21] leverages Mira-
geOS [4] unikernels to deploy application microservices in Xen-
bootable images suitable for edge devices. However, arguably (i)
not all applications perform better as unikernels, and (ii) the virtu-
alization technology must be dictated by application requirements
and not by the infrastructure availability alone.

3 Orchestration Support
In our exploration, we extend the Oakestra [12, 15] orchestration
framework to support hybrid container-unikernel deployments and
measure the overheads and benefits of such hybrid virtualization
setups. We choose Oakestra due to its lightweight implementation
and extensible design, which allows us to integrate unikernels or-
chestration metrics alongside containers with minimal changes and
reduced overhead. We use Unikraft [31] as the unikernel runtime
for our experiments, as it provides a wide range of unikernel con-
figurations and supports a variety of applications. The proposed
architecture provides an extensible interface that is used to evaluate
unikernel virtualization as an additional orchestration dimension,
but that easily allows for further runtimes support and optimal
virtualization selection.

3.1 Hybrid Service Deployment
To enable hybrid virtualization support, we must ensure that the
worker nodes’ hardware can support container and unikernel exe-
cution. Oakestra supports integration of new runtimes via (a) using
the runtime dispatcher interface or (b) integration to containerd
thanks to OCI runtime-spec compatibility. Initial experiments
with runu [46], anOCI-compatible runtime for containerd, showed
inconsistent behavior. This runtime is currently under develop-
ment [47], so misalignments with the latest Unikraft versions are
expected. Moreover, managing runu as OCI runtime involves the
additional overhead of the containerd middleware managing the
hypervisor, which can be avoided by directly interacting with qemu.
To overcome this, we design and implement a Unikernel Runtime
Abstractor component in Oakestra’s NodeEngine, which instead
of controlling unikernels via containerd, adds abstractions for
directly managing and monitoring Unikraft services within the or-
chestration framework (see fig. 2). This approach, while Oakestra-
specific, is not replacing the OCI runtimes such as runu/urunc.
These runtimes can be easily integrated as containerd runtimes
when they mature, but at the cost of additional overhead. Uniker-
nels (and the abstractor) are only enabled on machines supporting
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Figure 2: Unikernel support (in red) in Oakestra node engine
component at the worker machine.

qemu and kvm targets (e.g., node 1 and 2 in fig. 1) while containers
are enabled only in nodes supporting containerd. The Unikernel
Runtime Abstractor (i) manages the lifecycle of unikernels and
interacts directly with qemu for the virtualization, (ii) performs the
downloading and unpacking of kernel images, and (iii) binds a rou-
tine to read the qemu qmp socket interface and update the internal
service status (running/paused/failed) to the cluster orchestrator.

3.2 Resource Management and Scheduling
As shown in fig. 1, typical edge deployment with Oakestra may
include worker nodes with heterogeneous hardware architecture
and runtime target support. While some nodes execute both con-
tainer and unikernel deployments (e.g., node 1), others only support
either one of the two (e.g., node 2 or 3). At worker startup, the
NodeEngine checks the nodes’ CPU architecture and virtualization
support. Then, it advertises its runtimes to the associated cluster or-
chestrator as virt tuple (<virtualization,architecture>). In
Oakestra, the cluster orchestrator hides the internal infrastructure
details of its workers by only sending the aggregated cluster statis-
tics to the root orchestrator [14]. We extend the control plane to
support multi-virtualization by propagating the set of all available
virtualization and hardware architecture combinations in each clus-
ter (see Cluster1 → Root in fig. 1). Further, we extend the Oakestra
schedulers to consider virtualization during scheduling. Specifi-
cally, the service schedulers, before they apply one of the available
scheduling policies [15], they first prune the most suitable clus-
ter(s)/worker(s) list based on the available virtualization options
matched with SLAs requirements.

3.3 Virtualization Hot-Swapping
We extend the control plane with a runtime switch functional-
ity for stateless applications supporting multiple virtualization
technologies. Suppose service1.instance1 is deployed as a con-
tainer but a unikernel implementation is available. By trigger-
ing the hot-swap, the control plane performs the deployment of
service1.instance2 unikernel alongside the first instance. The
network component gradually balances and shifts the traffic from
the container to the unikernel instance. Once the traffic migration
is complete the first containerized instance is removed.

3.4 Inter-Service Networking
To achieve agile hybrid virtualization, it is important that the or-
chestrated services can interact with both unikernel and container-
based services without additional overhead. Oakestra utilizes a
semantic overlay network to enable multi-cluster container net-
working and load balancing. Each service is allocated IP addresses
mapped to different load-balancing strategies across available in-
stances. The NetManager interprets packets to/from a semantic
address and re-assigns them to the correct instance IP address –

forming a tunnel between communicating services. To achieve sim-
ilar seamless networking between containers and unikernels (and
across unikernels), we extend the NetManager to provision (i) a
network namespace for unikernels and (ii) a local namespace IP
address that can be used to translate network packets irrespective
of the virtualization target. Unlike containers, unikernels do not
share the host kernel but require a dedicated network stack. We
overcome this by connecting a macvtap interface in bridge mode
directly to the veth of the service’s network namespace (see <s2
namespace>). The runtime abstractor is providing such interface
to qemu for the unikernel startup. With this extension, unikernel
and container namespace IP addresses are provisioned using the
same Oakestra mechanism, giving out-of-the-box support for se-
mantic load balancing and service discovery for both supported
virtualization techniques.

4 Application Performance.
We evaluate hybrid virtualization orchestration for two application
use cases. Firstly, we focus on a typical Edge/IoT sensor network
application composed of commonly re-used services – web server,
database, and message broker – and care for high throughput and
availability (see §4.1). Our second application is a latency-critical
augmented reality (AR) pipeline, which (structurally) is deemed
as the killer application for edge computing [10] (see §4.2). For
each use case we measure the applications’ end-to-end latency and
throughput, as well as the total system CPU consumption, including
the application, the orchestration system, and compatibility layers
usage. Note how memory usage is not reported as unikernel mem-
ory is fixed and depends on allocation at qemu startup. We conduct
experiments on a heterogeneous hardware cluster inter-connected
with 1 Gbps ethernet (< 1 ms RTT). The cluster includes (i) 2×
servers S1 with two AMD EPYC 7302 CPUs, two NVIDIA A40

GPUs, and 264 GB memory and S2 equipped with Intel i9 CPU,
two NVIDIA RTX 2080 GPUs, and 128 GB memory; (ii) X1 1×
Intel NUC with Intel i5-6260U 4 core CPU and 16GB DDR4 memory;
(iii) X2 1× APU with Intel i5-8400T 6 core CPU and 8GB DDR4
memory and (iv) Pi 2× RPi 4 with ARMv8 Cortex-A72 4 core CPU
and 8GB DDR4 memory. We install Oakestra components on all de-
vices and orchestrate them as a single cluster to avoid inter-cluster
scheduling overheads.

4.1 Hybrid Edge/IoT Application
To evaluate the impact of hybrid virtualization, we deploy a bench-
mark application that emulates the architecture of a real-world edge
IoT sensor network commonly used within smart-factories [18] and
smart-cities [30] (see fig. 7a). The distributed sensors collect data
and forward them to the nginx proxy. The proxy load balances the
data to the analytics service, which processes the data and forwards
it to a pipeline of key-value store, message broker, and web server
microservices for analytics and storage operations. We first bench-
mark the baseline container vs. unikernel performance for all three
services and finally compose them into an end-to-end pipeline with
two additional business logic services (analytics and store manager).
We further evaluate the impact of hybrid virtualization on overall
resource usage (including orchestration overhead) by hot-swapping
the virtualization target within the pipeline.
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Figure 7: Edge/IoT Application.

4.1.1 Key-value datastore. Redis is a well-known in-memory
key-value store.We usedUnikraft’s open-source implementation [8]
and repackaged the same Redis binary as a Docker container to en-
sure similar functionality regardless of virtualization. Additionally,
we also created a unikernel image from the native Redis binary us-
ing Unikraft x86 elfloader. The elfloader allows running most
of the traditional Linux executables in Unikraft. In the future, this
method is likely to be employed for porting Linux applications
without bespoke unikernel implementations. Note that unikernels,
currently limited in multi-core operation capabilities, align well
with Redis’ predominantly single-core architecture. Figure 3 shows
performance results from X1 (x86) and Pi (ARM) machines. The
CPU usage includes the application, the OS, the orchestration layer,
and the virtualization overhead. We find that on x86 platforms,
the native unikernel variant outperforms the containerized Redis
by approximately 20% and 23%, respectively, likely due to saving
the cost of syscalls in unikernels [31]. In contrast, for ARMv8, the
containerized Redis performs 20% better than the unikernel-native
implementation. The containerized Redis shows 60% ↑ and 7%↑
CPU usage respectively on x86 and ARMv8 in comparison. Uniker-
nel under-performing on ARM is common and caused by lack of
stable support for this architecture [9].

4.1.2 Web Server. Nginx [5] is a popular production-grade web
server and proxy application. We deploy 50 instances of nginx mi-
croservice on X2 (x86) and perform 500 calls per millisecond from
1× stress client using round-robin load balancing. We compare the
performance of nginx deployed as unikernel, as a container, and
as a sandboxed container using gVisor [3]. The main difference
between default container deployment, managed by runc [43], and
gVisor, is the additional layer of isolation provided by the latter via
syscall interception. Ultimately, unikernels and sandboxed contain-
ers have a comparable degree of isolation [38] – critical for services
like nginx. Figure 4 shows how containerized nginx obtains the low-
est latency overall, with a median of 0.25ms per request. Unikernel
and gVisor show higher latency, with 0.34 ms and 0.35 ms me-
dian latencies, respectively. gVisor shows a 22% higher tail latency

at the 90𝑡ℎ percentile compared to unikernel. The latency deficit
for unikernels is likely due to the additional macvtap interface re-
quired to bridge the qemu to the network namespace. For gVisor,
the overhead is due to its isolated network stack (netstack) inside
Sentry [27]. Despite networking overhead, unikernel nginx shows
lower resource consumption with 31% ↓ CPU usage compared to
the container and ≈ 3.2× ↓ compared to gVisor.

4.1.3 Message Broker. Microservice applications rely on pub-
lish/subscribe message broker systems, such as RabbitMQ [50], for
scalable communication and data exchanges. We found that popu-
lar broker frameworks are dependent on several external libraries,
which necessitated us to build our own simple broker system and
export it as a single binary. We package the broker as a container
and unikernel using the Unikraft elfloader compatibility layer.
Figure 5 presents the observed latency and the CPU consumption
when the broker is deployed on X1 . The CPU consumption mea-
surements shows the CPU used by the broker service and the total
CPU used by the system, including the orchestration system, the OS,
etc. The latency includes the end-to-end process, from publishing a
message to the broker to receiving its acknowledgment from the
subscriber. We find that the unikernel broker observes 15% higher
latency than the containerized version. However, its CPU usage is
also lower (≈ 37%). Both virtualization targets are resource-efficient
and consume < 10% total CPU. The data indicates that unikernels
experience higher latency overhead, a result we again believe is
linked to the overhead of network virtualization.

4.1.4 Hybrid Orchestration. We now compose the Redis, ng-
inx, and message broker services into an IoT pipeline and evaluate
the impact of hybrid virtualization on the end-to-end application
performance (see fig. 7a). We deploy 100 containerized sensor nodes
emulating a distributed sensor network. The sensor data is balanced
between 10 nginx proxies (acting as pipeline entry points) and then
pre-processed by analytics. The analytics service sends the data to
the message broker, which can then be accessed by the store man-
ager that stores the received data in the Redis database. We use
x86 machines in our infrastructure ( S1 , S2 , X1 , X2 ) for this
experiment for comparable results across runs.

The time series in fig. 7b shows different deployment stages. At
time 𝑇 = 0, the pipeline is fully containerized. At time 𝑇 = 130,
we begin the hot-swap procedure where unikernel nginx and Redis
are deployed alongside their container variants. The traffic grad-
ually shifts to the unikernels thanks to the Oakestra round-robin
balancing, after which the containers are undeployed. We do not
hot-swap the broker to avoid data flow interruptions due to lost state.
Figure 7b shows that though the hot-swap procedure temporarily
increases the load by ≈ 15%, the hybrid deployment achieves ≈ 44%
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↓ CPU usage compared to container-only. The hot-swap overhead
is due to the parallel unikernel-container deployment, propagation
of new routing rules, and the gradual shutdown of the containers.
We also observe 5% higher 90𝑡ℎ percentile tail latency during hot-
swap, likely due to the unikernel transition. We find that hybrid
deployments increase latency by 20% in total. The results show
how hybrid orchestration reduces resource consumption and can
be suitable for non-latency-critical contexts.

4.2 Hybrid Augmented Reality Pipeline
We use the AR pipeline from Comb [16], an open-source benchmark
suite for edge computing. The pipeline, shown in fig. 8, is composed
of the following services. Aggregation performs CPU-dependent
video frame translation and resizing operations,Detection uses GPU
to detect and mark objects in frames with bounding boxes, and
Tracking uses GPU to map and track objects across frames. We re-
implement the aggregation service with Unikraft and also package
it as a container. The remaining microservices are unchanged and
are deployed as containers because GPU compatibility is not yet
supported by unikernels [23]. Figure 6 shows the average time re-
quired by the aggregation service to encode a frame (encoding time)
and the internal frame processing OS system calls (processing time).
The figure also shows the total time to traverse the pipeline (execu-
tion time) and the CPU utilization of the aggregation service. The
containerized deployment achieves ≈ 45% lower CPU. We attribute
this to the stress that latency-sensitive and high data-rate services
put on the virtual network devices. The container shows ≈ 10% and
≈ 20% higher encoding and processing times, respectively, com-
pared to unikernel for x86, and up to ≈ 28% and ≈ 70% on ARM. At
the same time, the total per frame end-to-end time shows negli-
gible < ±2% fluctuations. The reduced processing and encoding
time in unikernel aggregation minimally impacts the end-to-end
time, which is dominated by networking, inference, and decoding
time. Our results highlight how latency and throughput-sensitive
services suffer the overhead of unikernel network compatibility
layers, a requirement for all state-of-the-art orchestration systems.

5 Discussion and Future Work
While advancements in toolchains like Kraftkit [48] are enhanc-
ing the portability of applications to the unikernel domain, not
all libraries, drivers, and consequently applications are currently
supported. Moreover, as we show in §4, determining the most suit-
able virtualization for a given application is not straightforward.
Generally, we observed that within an orchestrated infrastructure,
containers are a more efficient choice for network-dominant and
latency-critical applications, while unikernels are better suited for
CPU-intensive applications and scalability, achieving up to 44%
CPU usage reduction in our cluster. It is crucial to recognize that
the real-world performance of unikernels might not always align
with conceptual expectations [22] and aspects such as flexibility,

compatibility and security may be more relevant factors for consid-
ering optimal virtualization choice [44]. Our findings motivate for
joint transparent orchestration of unikernels and containers as well
as the need for a platform that abstracts its complexity. Summing
up, there is no one-size-fits-all approach for service virtualization.

In future extensions, we envision a closer integration between
Oakestra, Unikraft, and qemu to reduce the virtual network bottle-
necks experienced with the unikernels. We also plan to investigate
intelligent scheduling solutions for performance forecasting and a
telemetry-based feedback loop for performance monitoring across
virtualizations from the application to the runtime layer. Moreover,
we plan to integrate cross-virtualization checkpointing to enable
the data migration of stateful applications with minimal loss and
downtime across different virtualization technologies.
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